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The optical constants of disordered binary alloys A,B,_, have been computed in the coherent-
potential approximation for all frequencies, all x, and all reasonable scattering strengths,
using a simple one-band model. Our results are compared with the classical Drude formula,
and deviations are found stemming from critical points and the effects of alloying. In addition,
the high-frequency behavior is shown to be dependent on the concentration x and scattering

strength in the alloy.

I. INTRODUCTION

In the present paper the frequency-dependent
conductivity o(w) of random binary alloys is cal-
culated for all frequencies, all impurity concen-

trations, and a wide range of alloy scattering
strengths. The coherent-potential approximation
(CPA) is applied to the Kubo formula® for the com-
plex frequency-dependent conductivity., This ap-
proximation has been shown?'® to lead to easily
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calculable expressions for the one-electron
Green’s function and the static conductivity when
a short-range-scattering single-band-model
Hamiltonian is used. It reduces to the rigid-band
and dilute-alloy limits for the appropriate choice
of alloy parameters and is applicable to arbitrary
band shapes.

The frequency dependence of the conductivity has
been discussed by numerous authors., The clas-
sical Boltzmann equation was shown to be invalid?
for frequencies large compared with the inverse
lifetime 7! of the current carriers. In addition,
it places a restriction on the allowed magnitude of
the carrier lifetime. Both these limitations can
be circumvented by using quantum-mechanical ap-
proaches which have, thus far, been applied to de-
termine the high- and low-frequency limits of the
conductivity.®® In Ref. 5 the high-frequency con-
ductivity was calculated for a system of free elec-
trons with dilute impurities, In Ref. 6 the case of
very low and very high frequencies was treated
for arbitrary dispersion laws but as a second-or-
der expansion in the impurity potential, It is felt
that the present calculation will provide a more
complete treatment of the frequency-dependent
conductivity, for our results are not restricted to
specific frequency regions, alloy scattering
strengths, concentrations, or band shapes. In
contrast to the work of others, as a consequence of
the short range of the impurity potential, we are
able to obtain workable expressions for the con-
ductivity which can be numerically evaluated.

Our attention will be focussed on obtaining use-
ful results, and we shall not discuss, in detail,
the nature and validity of the CPA. We shall, how-
ever, demonstrate its consistency when applied to
o(w) by showing that it leads to correct analytic
behavior in the conductivity and therefore to an f-
sum rule simply related to its high-frequency be-
havior. It was shown previously®? that both the
single-particle Green’s function and the (two-
particle) response function behave appropriately
in the high-frequency limit within the CPA.

In Sec. II the classical Drude formula for the
conductivity will be discussed. For comparative
purposes, particular attention will be given to its
high- and low-frequency behavior and the f-sum
rule it satisfies. It is emphasized here that the
effective number of carriers per unit volume # is
independent of impurity concentration x and the
strength of the scattering potential. The restric-
tions on the validity of the Drude formula are giv-
en explicitly, The CPA is briefly described and
the Kubo formula introduced.

In Sec. III we discuss the results of the CPA
applied to the Kubo formula for large w. It is
shawn that while the high-frequency behavior of

the imaginary part of the conductivity is very sim-
ilar to that obtained from the Drude formula, the
absorptive part of the conductivity is, as expected,
zero for these frequencies. The f-sum rule is
used to define a quantity #, the effective number of
carriers in analogy with »# in the Boltzmann equa-
tion,

In Sec. IV the absorptive part of the conductiv-
ity is discussed for frequencies which are very
low and for those which are comparable to the
bandwidth. It is shown that at frequencies coin-
ciding with energies of band singularities, e.g.,
critical points, measured relative to the Fermi
level, sharp structure appears in the real part of
o{w). For a range of frequencies which may lie
outside the limits of validity of the Boltzmann
equation, a quasi-Drude formula is shown to be
satisfied when the Fermi energy is in a smooth
part of the band.

In Sec. V numerical examples for a simple cu-
bic tight-binding band will be given of two experi-
mentally important quantities: the real part of
the conductivity and the effective carrier number
n,. The latter is plotted as a function of impurity
concentration x, and it is demonstrated that it is
significantly x dependent for scattering strengths
comparable to those in ordinary metallic alloys.
Consequently, high-frequency behavior is affected
by alloying. The absorptive part of o is discussed
as a function of frequency, and it is demonstrated
that not only is it dependent on the choice of alloy
parameters, but it also reflects strongly critical
points, band edges, and other sharp structure in
the band.

II. COMPLEX CONDUCTIVITY: BOLTZMANN
AND KUBO FORMULAS

We begin with a brief review of the two formal
expressions for the conductivity obtained from the
transport equation? and the Kubo formula.! The
second and more general of these two will be used
here to calculate the conductivity., Because it is
difficult to evaluate the conductivity for a random
alloy exactly, we shall apply to the Kubo formula
an approximation called the coherent-potential
approximation (CPA). The details of this approx-
imation are fully discussed in Refs, 2 and 3. In
the interest of keeping this section of reasonable
length, however, we shall merely quote from these
two references the results that are used here.

We adopt the same Hamiltonian for the electrons
in the alloy A,B,_, as was done in Refs. 2 and 3.

It has a single band. Its diagonal elements (atomic
levels) €, in the Wannier representation may as-
sume one of two possible values €* or €% corre-
sponding to the type of atom at site ¢, and its off-
diagonal elements are independent of alloying:
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H=w+D=Y| iy, (| + D] i)e (6] . 1)

Here W is diagonal in the Bloch basis correspond-
ing to the pure crystal

W=2|k)eRX
The crystal velocity operator is’
=2 kYv(e)R| = 2| )V € (k)R . 3)

For a fixed electron concentration per site ¢ and
absolute temperature 8!, the equilibrium one-
electron density matrix for the alloy is

(2)

p=fH)=(1+ef¥ )1 B=p,T (4)
where u is given by
Trp=cN. (5)

Equivalently, Eq. (5) can be written

Jang)fm)=c, (5")
where g(n) is the density of states per site.
The complex conductivity tensor o(w) is defined
by
j=olw)E=[0"(W)+ic" (W)]E, (6)
where j is the induced current density and
E=Ej e ()

is the electric vector of the incident light wave of
frequency w. We adopt the dipole approximation;
consequently, o is independent of wave vector.

From the Boltzmann equation, an expression for
0**(w) formally resembling the classical Drude
formula can be obtained* where

o (w)=m*%e?/m)(r! - jw)?, (8)
0% (W)= e /m) [T T2+ W) +iw T2+ w?) 1], (8")

Here 7 is the transport relaxation time and » is the
effective number of carriers, m is the electron
mass, and e is the electric charge.

The Drude formula has, generally speaking, two
types of properties, those which characterize the
behavior of complex conductivities, in general, and
those specific to the model assumed and the ap-
proximations involved. The first category of prop-
erties may be summarized as follows!: (a) The
absorptive part of the conductivity o’ is positive
for all w. (b) The crossing symmetry

o(w)=o*(- w) (9)

is obeyed, so that o’ is even in w, (c) o(w) has

an analytic continuation into the upper half-plane
and a zero of the first order at infinity; therefore,
it satifies the Kramers-Kronig relations. (d) For
infinitesimal damping 7, Eq. (8) reduces to

o(w)= me?/m)[6(w)+iw]. (10)

2

Of the second class of properties, the most sa-
lient, perhaps, is that the Drude formula [Eq. (8)]
depends only on two parameters » and 7. Conse-
quently, it contains only one characteristic fre-
quency 7°}; there is no additional energy charac-
terizing, for example, the band structure, The
low- and high-frequency regions are defined by the
magnitude of w7 relative to one. In these regions
Eq. (8) reduces to

0(0)=ne*r/m, wr<1 (11)
and
olw) ~ine?/mw +ne?/mrwi+ -+, wr>1, (12)

Finally a sum rule may be obtained either directly
or from Eq. (12) and property (c):
0”0'(w)dw=7me2/2m. (13)

These last three equations will shortly be com-
pared with their CPA counterparts.

The Boltzmann equation yields the following
microscopic expressions for » and 7 for a system
of volume :

aB -1 0 aZW
n*®/m=Q" Trf (Mw, (14)

and at 7'=0 for a weakly scattering alloy®
7l =27x(1 — x)(e? - €)Pg°(u0), (15)

where f%W) is the equilibrium distribution function
corresponding to the pure crystal with e4=€®=0
and electron concentration ¢. Here g°(E) denotes
the density of states in the pure crystal and u° is
the Fermi level. Two important statements can
be made about these equations; » is dependent only
on the pure-crystal properties and 77! involves the
“Nordheim” concentration dependence® x(1 — x) and
the Fermi level of the pure crystal u° only.

There are two restrictions on the validity of the
use of a transport equation to determine o(w).
These are

wr g1 (16)

and
|ul-E|7>1, (17)

where E is the energy of the nearest critical
point in the band. The first of these states that
there must be many collisions during a single
period 27/w. The second is just the Landau-
Peierls condition, '° which states that the scatter-
ing must be weak enough so that the broadening of
the band levels due to scattering should be negli-
gible. The restriction on the Boltzmann equation
expressed in Eq. (16) is frequently ignored. De-
viations from Eq. (8) when w7> 1 have been found
for weakly scattering alloys® and dilute alloys®
using quantum-mechanical methods. It is the
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purpose of the Sec, III to derive the conductivity
for all wnot subject to the restriction of Eq. (16) nor
to Eq. (17), i.e., the weak-scattering and the
dilute-alloy limits. Because the CPA is applicable
outside these limits of dilute- and weakly-scatter-
ing alloys, it enables us to treat more general
alloy systems than in previous theories and to thus
calculate the conductivity for a wide range of scat-
tering strengths and for all impurity concentra-
tions and frequencies. We adopt the Kubo formula!l
as a starting point to which we shall apply our
approximation.

To this end, we introduce the resolvent (Green’s
function)

G(z)=(z - H)? (18)

into the Kubo formula and obtain an exact expres-
sion for the configuration averaged conductivity,

. 2
O“B(w)=ﬂ:2—ew dﬂf(n)[“(@"(n#«:”%)

+Tr{G" () - i0)p*G (M + w + i0)?P
+G(T]—w-—io)i‘)"‘G"(n—z‘o)f)ﬁ)] , (19)

where (+ ) denotes the average over-all alloy con-
figurations having an impurity concentration x,
The CPA?' is easily appliedto Eq. (19). Briefly,
the CPA is a self-consistent single-site approxi-
mation which makes it possible to determine a
configuration average of the multiple-scattering
expansion of G. When an electron scatters from
a given site, the random surroundings of the site
are approximated by the averaged effective me-
dium, The results of this approximation for the
model Hamiltonian given by Eq. (1) can be sum-
marized as follows:

(G)=224 | G, (2)¢R] , (20)
G, (2)=[z —e(k)=-z(2)]?, (21)
(G (2))0%G(z,)) = (GYD™G) =25 4| BYG,l2 vy

XGk(szk[ s (22)
where (G) is the configuration average of G.
Equation (20) shows that the averaged Green’ s
function is diagonal in the Bloch basis.?'!' Equa-
tion (21) defines the self-energy Z(z) which is &
independent in the CPA.?!! Equation (22) shows
that the result of the CPA two-particle decoupling
is to replace the average of GvG by the product of
the averages.® Both the % independence of = and
the factorization in Eq. (22) are direct conse-
quences of applying a single-site approximation to
a Hamiltonian whose atomic-scattering potentials
have a short range.

The self-energy is given, for Eq. (1), by Soven’s

equation™!
S()=e- (4-DFz -2 -2), (29

where €= x4+ (1~ x)e® is the virtual-crystal at-
omic level, and F° is defined in terms of g%(n)
the pure-crystal (¢4 =¢€2=0) density of states per
atom as

Fz)= [ dnm-2)"g’m). (24)
In the CPA,
g =+ 7 ImFn Fio - =(n=Fio)] (25)

is the average density of sites per atom in the al-
loy. This quantity will be used to determine the
Fermi energy from Eq, (5).

III. CPA EXPRESSION FOR o(w) HIGH -
FREQUENCY BEHAVIOR

To obtain o{w) in the CPA, we use Eqgs, (20) and
(22) in (19) and assume, for simplicity, that the
pure crystals have cubic symmetry, Then, in
this approximation,

olw)=Ge?/w)n,/m+Y (W] , (26)
where

8% ()

8k0¢ aka (27)

—1:”1 =(19)" ljdnf(n)zk Imak(n - iO)

and
Y(w) = (1) dn f0)22 [0*®R)P[G, (+ w + i0)
+G,n ~ w=i0)]ImG,(n - io). (28)

We shall now check properties (a)-(d) quoted in
Sec. II and obtain expressions to replace Egs.
(12)-(14). That o(w) satisfies the general prop-
erties of complex conductivities follows easily
from Eq. (26) and from the equations

Y(0)=—n1/m y (29)

Y(w)=0(w?), (30)

Equation (29) states that o(w) is well behaved at
w=0. Equation (30) shows that as w -, o(w)-0
as 1/w. Equation (29) follows from Egs. (21) and
(26). To prove Eq. (30), we use the fact that
Z(w)~€ as w -, obtained from Eq. (23).

From Eq. (30), it follows that o(w) behaves at
high frequencies as

olw)=in,e?/mw +o (™), (31)

In conjunction with the Kramers-Kronig relations,
Eq. (31) implies the sum rule

f0°° o'(w)dw=mne%/2m. (32)
By comparing Egs. (31) and (12), it is clear that
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the high-frequency behavior of o''(w) is very sim-
ilar in both cases and suggests that one should
identify », with the effective number of carriers in
the CPA conductivity. The sum rules, Eqs. (32)
and (13), are also of a similar form. Equation
(32) coincides with the exact sum rule! evaluated
in the CPA only when #, is given by Eq. (27). In
contrast to the behavior of o’/(w) at high fre-
quencies, ¢’(w) is not at all Drude-like and be-
comes identically zero for sufficiently high fre-
quencies, which will be discussed shortly.

To understand the relation between the two ef-
fective carrier numbers, Eqs. (27) and (14), it is
convenient to write them in a similar form. In-
troducing a function ¢(z), which depends only on
the pure crystal (¢#=¢?=0) properties,

2
p(e)=m@ L[z - e (33)
these two equations may be rewritten as
n=m""fanf°m)¢" @ - io) (34)
and
ny=m" fanfm)e " [n- £ -io)], (35)

where we have used the fact that ¥ is % indepen-
dent in this last equation. While » is independent
of alloying, n, is not because of its explicit depen-
dence on T in the argument of ¢/, The shift in
the Fermi energy owing to alloying is represented
by the function f(n) [rather than f°(y)], and it may
be seen from Eqs. (5') and (25) that this shift is
obtained by an energy renormalization identical
to that appearing in the argument of ¢/, Only in
the virtual-crystal limit does #; reduce ton. In
this case both the Fermi energy and the argument
of ¢’ are shifted by the same constant amount €,

IV. FREQUENCY DEPENDENCE OF THE REAL
PART OF THE CONDUCTIVITY FOR T = 0

Up to now, comparisons with the Drude formula
and the CP A conductivity have been relatively
simple, primarily because the high-frequency
properties just examined did not involve the
parameter 7, or, equivalently, the function Y (w).
To understand the finer details of Eq. (26), it is
convenient to look only at Reo(w); Kramers-Kro-~
nig transforms may be performed on Reo(w) to
determine Imo(w).

Equation (26) may be easily evaluated at 7'=0
by integrating over the Brillouin zone in a manner
similar to that used to obtain Eq. (35). Using the
identity

Cy(21) Gylzy) =25 — 21+ (2y) ~ =(z5)]*
X[G(zy) = Gy(25)] (36)

and introducing

B(2) =012 [z - @) [ ®)]? , (37)

which depends only on the properties of the pure
crystal with €4= €% =0, 1 one finds that
B .

i
o' (w)= %T— Re J'

y (ﬁ(n +W =T +w)) - & -2(1n"))
w =20 +w)+2(n7)

dnw-!

bW

_m+w -3 +w) -5 - E(n")))
W - * - *
=" +w) +Z(n7) (38)
The entire dependence of ¢’(w) on the band struc-
ture appears in the functions ®(z) and F°%z). The
latter function determines both $(z) and the Fermi
energy 4 as Egs. (23) and (25) show. The ef-
fects of alloying are contained in the function
Z(2). In order to investigate several special
cases of Eq. (38), we shall assume throughout the
discussion that the scattering strength le# -¢7|
is small enough so that the band does not split
and, for all energies, |Z —€]| is sufficiently less
than the bandwidth. This condition incorporates,
but is not restricted to, the dilute-alloy and rig-
id-band limits. Under various conditions on the
frequency we shall see when ¢’(w) will assume
simplified forms and when general statements can
be made characterizing its behavior.

Equation (16) states that the low- and high-fre-
quency behavior of the Drude formula obtain when
wT <1 and wr >1, respectively. Assuming that
I=’"1-! plays the role of a relaxation time 7, this
suggests that one investigate Eq. (38) when

w[max |2’ (E —io)| ]! »>1 (39)
and w[|z'(E -io0)|]t<1 . (39)
When (39’) is satisfied, one obtains®

o’(0)=] 22" (u-)| Me?/n)

II_ 17 - Bé
><<<I> p) (u)az,

) o
w=C(u™)
and when Eq. (39) holds,

[
2
o' (w) = "—%gf dnw-{22" (17) &"[n+w -~ B(n" + )]
Ho-w

+23" (M +w)d"'[n-2(n")]}+0 (0™ . (41)

Equation (40) shows by comparison with the static
conductivity ne?r /m the quantity to be associated
with 7= is [22/(n~)|. This is an exact result,
in the weak-scattering limit, as seen by compar-
ison of Egs. (15) and (23).

Equation (41) also may be given a simple phys-



2 OPTICAL CONSTANTS OF DISORDERED BINARY: - - 943

ical interpretation in the weak-scattering limit.

It may be viewed as a result of second-order per-
turbation theory in the impurity-scattering poten-
tial. The initial and final states, characterizing
the indirect transitions, have an energy difference
w supplied by the electric field and a quasimomen-
tum difference supplied by the random-alloy po-
tential. Equation (41) extends the exact perturba-
tion theoretic result by shifting the argument of

& by an amount ¥ the CPA self-energy. Thus it
describes indirect transitions, aided by the ran-
dom-alloy potential, between dressed Bloch states
having self-energy =.

In general, very little can be said about the fre-
quency dependence of Eq. (41). The high-frequen-
cy condition expressed in Eq. (39) does not sim-
plify o’(w) appreciably or make it easily inter-
pretable. To understand the finer details of Eq.
(38), it will be of interest to look at specific fre-
quencies, in particular those which coincide with
characteristic band energies. Two types of en-
ergies will be considered — E, the energy of band
singularities like critical points, and energies
denoting the upper and lower limits, respectively,
of the CPA band, E_,, and E;,. As seen from
Eq. (38), or more easily from Eq. (41), ¢’(w) is
determined by the values of =(z) and ®[z — Z(z)]
for z such that |z ~ gl <w. A singularity in either
® or T at some energy E, will be reflected as a
singularity in o’(w) at frequencies w= |E, - ul.
These singularities are expected to give dovia-
tions in ¢’(w) from Drudelike behavior if w is
larger than the smallest value assumed by m
—-E,|, where E, may range over all the singular-
ities in the band. When w is equal to E oy — Eyn,
another very general statement can be made about
o’(w). Because ='’=®'"=0 for w>E_,, or w <Ey,,
it follows that /(@) =0 for @ >E a0 = Epyne At
these frequencies, the absorption will terminate
as expected physically in a one-band system.

This cutoff is not implied by Eq. (8), which gives
a finite o'(w) for large frequencies. Consequently,
the Drude formula is not expected to correctly
represent ¢’ (w) at frequencies comparable to the
bandwidth. In contrast, however, it should be
recalled from Sec. III that in the CPA, o'(w) does
behave according to the Drude high-frequency
limit Eq. (12).

In the remainder of Sec. IV, we shall investi-
gate under what circumstances a simple Drude
formula can be obtained for a limited frequency
range using Eq. (38). In Sec. V we shall illus-
‘trate our results with numerical examples. We
assume here that the Fermi level lies in a smooth
part of the band and consider frequencies w <w,,.
Because ® and T are slowly varying, they may be
written

&z - 2(2)] = (' F i® " sgnz) + (¥ Fi¥" sgnz)(z - )

(42a)
and  2(2)= (2’ Fiz'"sgnz) + (6’ ¥i0'' sgnz)(z ~ u) ,
(42p)
for |z—u|< Wy . (43)

The constants ®, ¥, ¥, 6 are the values and
derivatives of ®[z — ©(2)] and ©(2) at z=pu. The
integrations in Eq. (38) may be easily performed.
Making additional assumptions that

lo7| <1 (44)
and [6'| <1, (44)

i.e., that =’/ vary slowly over the interval (u
-w,, W+w,), it follows for frequencies less than
w,,, that

o’ (0) =0(0) [A%/(w?+ A)](1 +3@){1 - Ja (@?/A%)

-a [8%/(w?+ A%)]}+0 [(67)7] (45)
where a=6"¥"(1-6")-2/0(0) (46)
and A=|23"(1-6")"'1-%a)| . (a4

If a were 0, and if one identified 7 with [122"']/
(1-6")]", then Egs. (45) and (8) would be of the
same form. This relaxation time 7, although it
differs somewhat from that discussed in conjunc-
tion with Eq. (40), is not an unexpected result.
It can be identified as the inverse of the imaginary
part of the pole in the Green’s function when the
latter is simplified using (42b) and Egs. (44).
This pole corresponds to the renormalized energy
of Bloch states which lie on the Fermi surface of
the pure crystal with €4=€%=0.

For a #0, the last factor in Eq. (45) modifies
the “quasi-Drude” behavior. The most interesting
special case is when

A<Lw, . (48)
The terms behaving like w?/ A% will cause devia-
tions in Eq. (45) from its Drude-like form at large
frequencies; the Lorentzian term will be apprecia-
ble only for w <A. Consequently both for w near
0 and w near w,,, the frequency dependence of
o'(w) differs from that in Eq. (8).

Finally, we consider the weak-scattering limit
of Eq. (45) to show when Drude behavior can be
obtained outside the usual limits of validity, i.e.,
Eq. (16). As €*-€®~0, the second correction
term vanishes, but the first becomes

2qw? /A2~ L(¥""w /3" ") (dg%/dz)w/g%| 4o - (49)

This term can be interpreted as the product of the
relative changes in &'’ and in g° over an interval
of width w, It depends only on the pure-crystal
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characteristics. If it is small for w<w,, then in
this weak-scattering approximation

o' (w)=0(0)A%(w? + A% |

Furthermore, in this limit Eq. (45) reduces to
Eq. (8), because

A~ 22| = 2mx(1 = x)(e* - €B)%O(u0) =771,

as seen from Egs. (15) and (23). Thus for the
Fermi energy in a smooth part of the band and

for a weakly scattering random potential, the
Boltzmann equation may justifiably be extrapolated
far beyond its usual limit [Eq. (16)].

V. DISCUSSION AND NUMERICAL EXAMPLES

In this section the results of the previous dis-
cussions will be briefly summarized and numer-
ically illustrated at T'=0.

A simple cubic tight-binding dispersion relation
€(k) is adopted, *

€(k) = — 3W(cosak, + cosak, + cosak,) , (50)

where W is the half-band width and a is the unit-
cell dimension. This band shape is convenient
because Eqs. (27) and (28) can be expressed sim-
ply in terms of Bessel function integrals'!s ** and
numerically evaluated.!* We choose the bandwidth
2W=10 eV and the unit-cell dimension=2 A, While
these numbers are arbitrary, the parameters are
given definite values so our results can be quan-
titatively illustrated. The critical points of Eq.
(50) are at Ej=—E;=-5 eV and E; =~ E,=—1,67
eV.

The alloy is described by x the concentration of
A atoms, and € —€® the scattering strength.
The energy origin is defined by €*=-¢®>0. €*

- €5 is assumed to range from 0.05 to 2.5 eV in
the examples considered here. Then '’ will vary
from about 10~* to 10~! eV. This gives a mean
free path from 10° to 10° u and thus includes “op-
tical” free paths ¢7 of 10-50 p, which is typical
of most alloys.

Some of the scattering strengths considered lie
outside the limits of the weak-scattering theory,
but they all satisfy the condition that |¥ - €/ is
less than the bandwidth. Consequently, the gen-
eral statements made in Sec. IV are valid here.
In view of the comparatively large scattering
strengths considered, deviations from the rigid-
band theory will be apparent, thus justifying the
use of a more general approach like the CPA to
the alloy problem. These deviations will be illus-
trated for both », and o’ (w).

The quantity »;, defined in Eq. (27), is of par-
ticular importance in optical experiments, for it
completely characterizes o’/(w) for frequencies
larger than 0.1 eV, as shown in Eq. (31). In

Ino

addition, it is proportional to the square of the
plasma frequency

wi=ne?/me., (51)

where €, denotes the contribution of the interband
transitions to the dielectric constant and, finally,
it plays a role in the f-sum rule [Eq. (32)].

In Fig. 1, the quantity N,=»,9,, where £,
=unit-cell volume, is plotted against the impurity
concentration x. The effective number of carriers
per site, N;, may be compared to the electron
concentration per site c. Because the volume $,
of the sample is assumed constant, the alloying
effects on N; determine those on #;. Shown in
Fig. 1 are two families of curves corresponding
toc=0.2and ¢c=0.5. In each curve the value of
€* - €5 is held constant. The endpoints of each
curve, corresponding to the same pure crystals,
are identical. In the virtual-crystal limit, when
€4 - € is small compared to the bandwidth, the
band and hence the Fermi level shifts rigidly.
Thus #n; is a constant in ¥, as shown for both elec-

T
Ny
eA-eB (eV)
43 ~J_,.—— RIGID BAND
5
39— 1.5
C=.5
25
eA-eB(eV)
|
29 RIGID BANDy .05
5
c=.2 1.5
23— 25 -
16}
08t
0 |
0 5 X 1.0

FIG. 1. Effective number of carriers per site N;
versus impurity concentration x for electron concentra-
tions per site of ¢=0.2 and 0.5 and for several scat-
tering strengths €*— €, N, is measured in units of
(%a)i% W where q is the unit-cell dimension in A and W
is the half-band width in eV,
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tron concentrations when €4 -€%=0.05 eV. As
the scattering parameter increases to 0.5 eV a
“Nordheim” dependence on x appears; N; is a
quadratic function of x. For still larger €4 —€®
=2.5 eV, deviations from the right-band straight
line and the quadratic ¥ dependence are apparent
for both ¢ =0.2 and 0.5, although in the latter
case, because ¢ =0.5 corresponds to a half-filled
band, the curves are all symmetric about x =0.5.
The origin of the asymmetry for ¢ =0.2 and et
-€%=2,5 eV can be easily understood. For this
case, the Fermi level lies in the bottom half of
the band (u=-.90 eV at ¢=0.2, x=0.9); but for
x>0.5 this region of the band corresponds to the
strongly distorted impurity region.? Consequently,
for x near 1, the deviation of N; from its rigid-
band behavior is expected to be more apparent
than for x near O.

Although these results are model dependent,
they imply, contrary to what has sometimes been
suggested, '® that for typical scattering strengths
in alloys, the x dependence of #; is appreciable
and may be observed In high-frequency (w>1)
measurements of o'’ [see Eq. (31)]. On the basis
of the f-sum rule, it is sometimes argued that for
large w, o’’(w) is proportional to the number of
electrons per unit volume, a quantity clearly in-
dependent of alloying. However, the “high” fre-
quencies considered here are still below the on-
set of interband transitions, and Eq. (32) is the
appropriate single-band sum rule. The quantity
ny which is dependent on the alloy potential thus
appears in ¢’'(w). To understand why optical con-
stants are sensitive to alloying, it must be ob-
served that (w7)~!, however small, is not a small
parameter of the problem, nor is it a particularly
relevant one. More explicitly, the effects of
alloying are contained in o(w) as renormalizations
in the electron energy and as shifts in the Fermi
energy. This can be verified, for example, from
Eq. (35). The condition w7 >1 is not sufficient
to make these effects vanish. It may be added
independently of these results, some experimen-
tal evidence for the ¥ dependence of o'’ at high
frequencies has been reported for Au-Ag alloys.'®

We next consider the quantity o’ (w) and deter-
mine its frequency dependence for several choices
of the parameters u and €% - €8 and for fixed x
=0.1. The purpose of this discussion will be to
compare the results obtained using a specific-
band model Eq. (50) with the general formal re-
sults obtained in Sec. IV. To study o’ (w) we con-
sider a more convenient quantity 7(w), simply
related to ¢’/ (w) by the equation

o' (w)=0(0){1 +[wT(w)]F}-" . (52)

The frequency dependence of 7(w) reflects direct-

ly the difference between Eq. (38) and the Drude
formula[Eq. (8)] in which 7 is frequency indepen-
dent. Furthermore, 7(w) does not vary rapidly
over many orders of magnitude, as does the quan-
tity o’(w); consequently, it is advantageous to
consider it rather than the real part of the con-
ductivity itself.

In Fig. 2 is plotted 7-}(w) for x=0.1, €* —€®
=0.05 eV. This represents the case of very weak
scattering and therefore the imaginary part of Z.
='"(E - o) is proportional to the pure-crystal den-
sity of states as shown in the insert. For this
weakly scattering alloy "' assumes values less
than 10~® eV. Critical points in the pure-crystal
density of states are evident in ©'' and are de-
noted by M,, M, M,, and M, corresponding to the
energies E,, E;, E,, and E; listed above. In the
high-frequency region, which includes nearly the
entire frequency interval shown, ¢'(w) can be
easily obtained from 7(w) by the equation o’(w)
=0(0) [wT(w)]-%. The two curves shown in Fig. 2
correspond to two Fermi energies 1.5 and 2.5 eV.
These two energies are shown in the insert to in-
dicate their relative positions in the band. For
the second Fermi energy, 7-!(w) is nearly con-
stant up to w=0.5 eV; it shows some structure
beyond this and starts to rapidly decrease until it
becomes zero at w=10 eV. (Figure 2 does not in-
clude frequencies this large.) It appears that Eq.
(8) is a good approximation for w<0.5 eV, a fair
one for w<2.5 eV, and a poor one thereafter when
the absorption drops off very rapidly becoming
zero at exactly 10 eV.

This behavior was predicted in the discussion in
Sec. IV. Using Eq. (41), it is clear that the sin-
gular behavior in ®''(z —Z) and in '’ at energies
E, will be reflected in o’(w) at frequencies |u
—-E,|. Because &'’ is very smooth, 13 the energies
E, will correspond to singularities in '’ only.
These occur at 1 eV=|u —E,| and at 2.5 eV= |y
- E;|. These frequencies are indicated by arrows
in Fig. 2. Beyond 2.5 eV 7-!(w) and hence ¢'(w)
rapidly decrease because both ='’ and &'’ vanish
for E>E,. The integration region in Eq. (41) may
then be replaced by (1 —~w, E;—w), which does
not increase with w. For frequencies equal to the
bandwidth, the absorptive part of o(w) becomes
identically zero; thus, 'r‘l(w) must also vanish.
The low-frequency (w < 0.5 eV) behavior, in con-
trast to the high-frequency behavior, is Drude-like
as Eq. (45) suggests for the special case of slow-
ly varying £ and & in the interval (B -w, p+w).
The conditions for the validity of Eq. (45) are
clearly satisfied for w <0.5 eV, as may be seen
from the plot of =*/ in Fig. 2. Furthermore in
this weak-scattering limit for low frequencies, the
“correction” terms in Eq. (45) to the Drude fre-
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FIG. 2. Inverse relaxa-
tion time 7-(w) versus w
[see Eq. (52)] in the weak-
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scattering limit for Fermi
energies p=1.5and 2.5eV
and x=0.1, The two arrows
on each curve indicate fre-
quencies |u —E,|, where
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E, is a critical-point energy
corresponding to M, and M,
(n=1.5), and M, and M,
(u=2.5). These critical
points are shown in the in-
sert, which plots the imagi-
nary part of the electron
self-energy versus p.
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quency dependence are negligible.

For the Fermi energy at p=1.5 eV, the low-
frequency behavior is not frequency independent
as in the previous case. This deviation from
Drude-like hehavior at low frequencies is a con-
sequence of the fact that p=1.5 eV nearly coin-
cides with the critical energy E,=1.67eV. Cor-
respondingly, 2’’ varies too rapidly even at low
frequencies to make any approximation as in Egs.
(42a) and (42b). It appears then, that dramatic
deviations from the Drude formula (8) are expected
when the Fermi level is close to critical points
in the pure-crystal band.

wlev)

We turn now to a moderately strongly scattering
alloy. If €*-€® ig increased to 2.5 eV for x=0.1,
the weak-scattering results of Fig. 2 must be
modified. The imaginary part of the self-energy,
as shown in the insert of Fig. 3, is no longer
proportional to the unperturbed density of states.
Critical points are no longer apparent and the band
edges have shifted somewhat. A peak near the
top of the band corresponds to increased damping
in the impurity region. Although =’ has increased
in magnitude relative to the case of €4 -¢®=0.05
eV, it is still small compared to nearly all w in
Fig. 3. While 7"}(w) is between three and four

FIG. 3. The inverse re-
laxation time 7-! (w) versus
w for two moderately strongly
scattering alloys having

Fermi energies 4 =2.0 and
2.5eV and x=0,1. The
arrows indicate frequencies
lu~E,| where E, is the

upper-band edge. The in-
sert plots the imaginary
part of the electron self-
energy versus U,
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orders of magnitude higher than in the previous
example, its general behavior is not very different.
The two curves shown correspond to p=2 eV and
2.5 eV. They appear to be very similar except
for frequencies less than 1.5 eV. Here for u

=2.5 eV, 7-}(w) is only slightly @ dependent,
whereas for u=2 eV, 7-!(w) decreases with w.

In the region of the higher u, X'/(E) varies linear-
ly with E. However, for u=2 eV, %'’ varies more
rapidly since 2 eV nearly coincides with the peak
in '’ as shown in the insert in Fig. 3. Equation
(45) is valid for the Fermi energy at 2.5 eV away
from any sharp structure in ='/, but not for the
Fermi energy at 2 eV which is close to a maxi-
mum in %'/, Not shown in detail here is the be-
havior of 7-}(w) for very low frequencies. For
both choices of u it appears to increase very rap-
idly from w=0. This behavior may be qualitative -

ly associated with the first correction term in the
last factor of Eq. (45). Although there appears no
obvious physical reason for this behavior, its
experimental implications are significant: The

dc or low-frequency ac determinations of the re-
laxation time will give results different from the
“optical” relaxation time, unless the scattering

is weak, in which case the effect is negligible, as
borne out numerically and theoretically [using Eq.
(45) in the weak-scattering limit].
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